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Abstract - This work presents the design of a fully-integrated 

high-voltage charge pump IC for implantable medical devices 

using 0.18-µm CMOS process. The implemented charge pump 

IC is used to generate high-voltage DC supply of around 12.8 V 

for the neural stimulator circuit using 3.2-V input voltage with 

on-chip pumping and load capacitors. The proposed hybrid 

charge pump IC is comprised of a feed-forward high-efficiency 

capacitive pumping path and an input voltage modulated 

feedback regulation path to maintain the output voltage with 

varying load current of up to 300 µA. The proposed IC achieves 

around 46% power efficiency at maximum current load 

condition. 

 

Keywords—Charge pump, High-voltage, Implant device, 

Neural stimulation 

 

I. INTRODUCTION 

Bidirectional implantable neural stimulation and 

recording can be used for medical treatment for neural 

disorders, such as deafness, blindness, and motion disorders 

[1]-[4]. By recording and analyzing neural signals before 

and/or after the stimulation, customized stimulation 

parameters can be decided for each individual and/or better 

understanding of the stimulation effects can be studied. To 

enable it, both neural recording and stimulation circuits have 

to be installed in each electrode and integrated in a single IC 

with minimized area to achieve small form factor for the 

overall medical implant device. Considering multi-array 

systems, the need for small area and low power become an 

important parameter that need to be addressed in the design 

process. The basic idea of stimulation is to deliver and 

recover controlled amount of charge to the tissue through the 

electrode. However, due to the high impedance of the 

electrode and tissue interface, high voltage compliance is 

needed to deliver sufficient amount of charge. On the other 

hand, low voltage supply is preferred for the neural 

recording circuits to avoid excessive power consumption. As 

several supply voltages are required within the IC, a fully-

integrated high-voltage  
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Fig. 1. Block diagram of HVGCP IC 

 

generation charge pump (HVGCP) circuit is included to 

generate the DC supply voltage for the stimulator circuits 

inside the IC so that the number of pins can be reduced. The 

HVGCP should be designed with high efficiency 

considering the limitation of wirelessly transmitted power to 

the implant from the external device. In addition, the 

HVGCP should be fully-integrated so that external on-board 

capacitors do not need to be used which increases the cost 

and the overall form factor of the implant device. In addition 

to designing an efficient feedforward charge pump, a 

regulation function is required to make sure the output 

voltage does not change with varying load current. Among 

several schemes, most widely used method is pulse 

frequency modulation (PFM) [5], [6] which controls the 

pumping clock frequency depending on the load condition. 

Although this method has been proven to work well, the 

efficiency can be degraded due to switching loss at high 

pumping frequency at heavy load current. This method also 

has limitation in the load regulation performance at minimal 

load current. 

 This work proposes a fully-integrated highly-efficient 

HVGCP employing a hybrid Dickson and Cockcroft-Walton 

four-stage charge pump core with an input voltage 

modulated [7] regulation loop to generate a reliable high 

voltage supply for the neural stimulator. The rest of this 

paper is organized as follows. The system architecture is 

presented in Section II. Section III describes the circuit 

design in detail and Section IV presents the experimental 

results. The conclusions are given in Section V. 

 

II. ARCHITECTURE 

Figure 1 shows the system architecture of the proposed 

system. This work includes the HV generation charge pump, 

regulation circuits, non-overlap clock generator, and 

peripheral bias circuits. The following neural stimulation 
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Fig. 2. Conventional charge pump architectures (feedforward path) (a) 

Dickson charge pump (b) Symmetric Dickson charge pump (c) Cockcroft-
Walton charge pump (d) Symmetric Cockcroft-Walton charge pump 
 

circuit, which will utilize the charge pump output voltage as 

its supply voltage, is assumed to have stimulation current 

ranges between a few tens of microamperes to maximum 

current of 300 microamperes. The target output voltage of 

the charge pump is set to be 12.8 V [8].  

A 3.2-V DC voltage is first inputted to the low dropout 

(LDO) regulator input and after some voltage drop, the LDO 

output voltage is pumped to 12.8 V output by the four-stage 

charge pump core. A four-stage hybrid charge pump core 

circuit based on Dickson and Cockcroft-Walton 

architectures is proposed for the feedforward path to 

generate the high-voltage output with good power efficiency 

using a fixed 40 MHz pumping clock. For the regulation 

function, a feedback path consisting of resistors RF1 and RF2, 

error amplifier EA, and the LDO block are used to monitor 

and maintain the output voltage with varying output current 

load. The charge pump output voltage is fed-back through 

the resistive divider to the error amplifier and the output of 

this error amplifier is applied as the reference voltage of the 

LDO regulator circuit to control the charge pump core input 

voltage VIN_CP depending on the load current. More details 

regarding the circuit design is discussed in the next 

subsection. 
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Fig. 3. (a) Proposed architecture of hybrid four-stage charge pump with two-

stage Dickson and two-stage Cockcroft-Walton topologies (b) Circuit 
schematic of symmetrical latched core pumping circuit 

 

 
III. CIRCUIT DESIGN 

Figure 2 shows the previous well-established charge pump 

topologies that have been proposed. The Dickson 

architecture [9] in Fig. 2(a) and (b) is well-known for its  
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Fig. 4. Circuit schematic of LDO circuit 

 

good efficiency but has its limitations in achieving small area 

as MOSCAP cannot be used as the pumping capacitance in 

the later stages due to possible breakdown issue. On the other 

hand, the Cockcroft-Walton architecture [10] in Fig. 2(c) and 

(d) can employ MOSCAP as its pumping capacitance 

without reliability issue and thus high integration can be 

achieved. However, the Cockcroft-Walton architecture is 

known to have poorer power efficiency in comparison to the 

Dickson architecture [11]. 

Figure 3 shows the proposed four-stage charge pump core  

circuit. A hybrid four-stage topology using two-stage 

Dickson (Stages 1 and 2) and two-stage Cockcroft-Walton 

architecture (Stages 3 and 4) is employed which allows to 

use both metal-insulator-metal (MIM) and MOSCAP as 

pumping capacitors without reliability issues while 

achieving relatively good efficiency and small layout area. 

The capacitors C1 to C4 are realized using MOSCAPS with 

values of 20 pF for C1 and C2, and 10 pF for C3 and C4. The 

capacitors C5 to C8 are MIM capacitors with 10 pF values. 

An MIM capacitor of 50 pF is used for the load capacitance. 

The 3.3-V thick oxide transistors are used as pumping 

switches in a cross-coupled connection. The core PMOS 

transistors have dimensions of 18 µm/0.36 µm and NMOS 

transistors have 10.8 µm/0.36 µm. The respective body 

terminals of the switches are always connected to the lowest 

voltage between its drain and source (highest voltage for the 

PMOS transistors). A dynamic body bias circuit is utilized 

for this purpose. If the body bias circuit for the upper-left 

PMOS core transistor is taken as an example, if the source 

terminal of the upper body bias transistor is at a higher 

potential than the source terminal of the lower body bias 

transistor, the lower body bias transistor is turned OFF while 

the upper body bias transistor is turned ON. This creates a 

short path between the source terminal of the upper body 

bias transistor and body terminal of the core PMOS 

transistor, which ultimately connects the body terminal to the 

higher potential. The switch implemented using deep n-well 

NMOS transistor needs two pairs of dynamic body bias 

transistors to make sure its substrate and n-well are always 

connected to the correct voltage during operation. 

The well-known output voltage equation of a 

conventional Dickson charge pump circuit is decided by: 

 

 

 

 

 

 
(a) 

 

 
(b) 

 
Fig. 5. (a) Post-layout transient simulation plot of designed charge pump 

with load current switching between 0 and 300 μA (b) ripple characteristic 

of the output voltage  

 

 
Fig. 6. Post-layout simulated output voltage and power efficiency versus 

change in load current 

 

 

𝑉𝑂𝑈𝑇 = (𝑉𝐼𝑁 − 𝑉𝑡) + 

𝑁 ⋅ [𝑉𝜑
𝐶𝑝

𝐶𝑝+𝐶𝑠
− 𝑉𝑡 −

𝐼𝐿

𝑓𝑜𝑠𝑐(𝐶𝑝+𝐶𝑠)
]      (1) 
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Fig. 7. (a) Chip micrograph and (b) Chip-on-board (COB) packaged IC 

and measurement PCB 
 

where VIN is the input voltage of charge pump, Vt is the 

threshold voltage of MOS transistor, VΦ is the pumping  

clock signal amplitude, fOSC is the pumping clock frequency, 

Cp is capacitance of pumping capacitor, Cs is the stray 

capacitance, and IL is the load current.  

For the latched symmetrical charge pump used in this 

design, eq. (1) can be reduced to [7]; 

 

 

𝑉𝑂𝑈𝑇 = (𝑁 + 1)𝑉𝐼𝑁 −𝑁(
𝐼𝐿

2𝑓𝑜𝑠𝑐𝐶𝑝
)          (2) 

 

 

where both Vt and Cs are assumed to be zero or negligible 

and the voltage level of VΦ is equal to VIN. It can be 

understood from equ. (2) that with changing load current, 

either the clock frequency or the input voltage can be 

controlled to regulate the output voltage. The disadvantage 

of controlling the clock frequency is that at very light load 

condition (IL≈0), output regulation may not be achieved as 

the second part of equ. (2) cancels out at very light load 

condition. In addition, the efficiency may degrade at heavy 

load due to increase in pumping frequency due to increase in 

dynamic switching loss. Thus in this work, input voltage 

modulation regulation method is chosen to maintain the 

output voltages with varying load current. Input voltage 

modulation can achieve good efficiency for the charge pump 

due to the utilization of a fixed low-frequency clock and 

advantage with regards to the load regulation performance.  

Output voltage

Pumping clock

13.26 V

12.46 V

0 s 10 ns-10 ns

11.66 V

 
Fig. 8. Measured transient plot of implemented charge pump IC 

 

Figure 4 presents the capacitor-less LDO regulator circuit 

for sub-charge pump 1. The LDO circuit is comprised of a 

power transistor MP, feedback resistors RL1 and RL2, an error 

amplifier, a buffer, and a limiter. The limiter circuit is 

included to limit the current in MP, during the beginning 

stages of the charge pump start-up where it draws a large 

amount of current. Much attention is given to meeting the 

stability requirement of the LDO, especially at light load 

condition at the charge pump output. Miller compensation is 

used in the error amplifier to meet the stability conditions. 

The non-overlapping clock generation circuit utilizes NAND 

gates and chain of inverters to generate CLK1 and CLK2 

signals for charge pumping.  

Figure 5 shows the post-layout transient simulation of the 

designed regulated charge pump with switching load current 

between 0 and 300 μA. It can be observed that due to the 

regulation loop, the drop in the output voltage is minimal and 

is maintained at the required output voltage.  

Figure 6 shows the post-layout simulated output voltage 

and power conversion efficiency versus change in load 

current plot. At 300 µA load current, the efficiency is 46.1% 

and the maximum efficiency is over 50% at 400 µA load 

current.  

At light current load, the power loss in the charge pump is 

decided by the bias currents for the LDO/EA circuit and 

voltage drop at the power transistor of the LDO and pumping 

switch. When the load current increases, the bias current 

effect to the efficiency is reduced and the voltage drop in 

power transistor of LDO will also decrease, which improves 

the efficiency. 

 
IV. EXPERIMENTAL RESULTS 

  

The proposed charge pump IC is fabricated in a 0.18 µm 

standard CMOS process. The chip micrograph and 

photograph of PCB measurement board is shown in Fig. 7(a) 

and (b), respectively. The core die area is 0.53 mm². The IC 

is packaged using chip-on-board method and soldered on a 

two-layer FR4 PCB. The 40 MHz pumping clock is applied 

externally using an arbitrary waveform generator.  

Figure 8 shows the measured output voltage at no load 

condition. The input voltage of 3.2 V is boosted up to around 

12.8 V. However, with heavier load condition, the regulation 

performance is observed to be degraded compared to the 

simulation results. Some additional leakage current within  
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Table I. Performance Summary 

Parameter This work [11] [12] 

Number of stages 4 4, 6 3, 5 

Input voltage (V) 3.2 1 1.8 

Output voltage (V) 12.8 3-6 5-8.5 

Ripple voltage (V) 74 m* 40 m - 

Pumping cap. (F) 10 p/20 p 6 p 2.5 p 

Load cap. (F) 50 p 54 p 30 p 

Max. load current (A) 300 µ 240 µ 400 µ 

Switching freq. (Hz) 40 M 10k-20M 100 M 

Power Efficiency (%) @ 

Vout, max 

46.1 @ 300 

µA* 

52 @ 240 

µA 

46 @ 200 

µA 

Load regulation (V/mA) 0.77* 2.78 3.75 

Area (mm²) 0.53 0.5 1.3 

Process 
180 nm 
CMOS 

180 nm 
CMOS 

180 nm 
CMOS 

*Post-sim. results 

 

the IC and/or PCB is suspected to have caused this 

degradation in performance. Improved layout and PCB 

design in the future should lessen the degradation. Table I 

presents the performance summary of this work (post-layout 

simulation values are used for comparison) and compares to 

previously reported charge pump ICs with integrated 

pumping and load capacitance. As the application and 

requirements of the charge pumps are all different, a fair 

comparison is difficult. In summary, this work provides a 

HV output with good load regulation performance with 

small area and comparable power efficiency. 

 

 
V. CONCLUSIONS 

A high-voltage hybrid-core charge pump IC with input 

voltage modulated regulation is proposed for neural 

stimulation applications using 180 nm standard CMOS 

process. The proposed IC outputs 12.8 V from a 3.2 V input, 

supports load currents up to 300 µA, and achieves 0.77 

V/mA load regulation performance and 46.1 % power 

efficiency. 
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Abstract - In this paper, we present a study on a neural 

network operator that performs low resolution, low 

power, and high efficiency convolution operations in 

analog domains. The proposed operator is consisted of 

multiplying DAC (MDAC) with integrator structure and 

successive-approximation ADC (SAR ADC). The 

memory access frequency is lower than that of the digital 

operation because the addition operation is performed 

while the multiplication operation is performed, and the 

information is stored in the form of charge on the opamp 

output terminal. A digital-input, digital-output 

calculator consisting of MDAC and ADC was designed 

using a 65nm CMOS process. The result of transistor-

level simulation was 30.11uW of power at 33.3MHz, 

which is equivalent to 2.21TOPS/W. And it shows 

improved power efficiency than conventional digital 

convolution operator. 

 

Keywords—Convolutional Neural Network, Deep 

Learning, Switched-Capacitor 

 

I. INTRODUCTION 

With the advent of deep learning technology, 

technological advancement of artificial intelligence has been 

spurred. In addition to demonstrating excellent performance 

in image processing, the deep learning technology is rapidly 

evolving since it has exceeded human recognition rates in 

the ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) 2015 [1]. Most of the operations of Convolutional 

Neural Network that make up Deep Learning artificial 

intelligence take up the convolution, and GPU is used to 

massively parallelize these operations. As a by-product of 

continuous research to improve the recognition rate, the 

complexity and the computational requirement of the neural 

network are steadily increasing. For example, AlexNet [2], 

released in 2012, consisted of only eight hidden layers, but 

GoogLeNet [3] released in 2014 had 22 hidden layers and 

ResNet [4] released in 2015 had a maximum of 152 hidden 

layers. 

The composition of this paper is as follows. In Section II, 

we describe the overall architecture of an operator and the 

operation of an analog integrator-based circuit. In Section 

III, we analyze power consumption and performance 

through SPICE simulation of the operation of a composite 

multiplier designed in 65nm CMOS process. In section IV, 

we conclude the paper by summarizing the merits of the 

proposed circuit. 

 

II. OVERALL ARCHITECTURE OF CONVOLUTION ENGINE 

 

A. Circuit Structure 

Two multiplying DACs (DACs) are pipelined as shown in 

Figure 1-(a). The ADC was added to the structure that 

multiplies the data and the weight, and the operator was 

completed. An 8-bit Switched-Capacitor architecture 

suitable for low-power computer design is adopted as an 

analog operation unit, and a relatively simple and low-power 

inverter-based amplifier is used as an opamp. Inverter-based 

amplifiers have been used in low-power ADCs including 

audio ADCs [9]. Finally, the ADC is a successive-

approximation ADC (SAR ADC) with low power 

characteristics and advantageous for future process scale 

[10]. 
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Fig. 1. (a) Operation circuit with 8-bit input and output, (b) Timing 

diagram of operation circuit 
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The operation circuit operates as follows. Each time a 2-

phase non-overlap clock passes, a pair of data is multiplied 

by the weight and the information is stored in the form of a 

charge on the output of the multiply-accumulate (MAC) 

DAC. From the second operation, the multiplied data is 

added to the previous data at the MAC DAC output stage. 

As shown in Figure 1-(b), the SAR ADC operates when four 

data calculated in this manner are stored. 

Figure 2-(a) shows internal circuit of the multiplying DAC 

in Figure 1. Pseudo-differential is adopted as switched-

capacitor structure and is configured to take digital input 

value and apply voltage to amplifier output stage. As the unit 

capacitor Cu to realize 8-bit DAC operation, 748aF, the 

minimum size provided in the process, was used. The LSB 

sampling capacitors of the multiplying DACs used two Cu 

in series to reduce the size of the entire sampling capacitor 

by half. As shown in Figure 2- (b), the opamp is implemented 

as an input inverter-based circuit. The similar structure to 

digital circuits also has advantages in future process scales. 

The result of the single multiplication operation and the 

differential output VDIFF.OUT 

 

 

             𝑉𝐷𝐼𝐹𝐹.𝑂𝑈𝑇 =
𝐶𝑠𝑎𝑚𝑝𝑙𝑒

2  𝑉𝐷𝐷𝑋𝑊

𝐶𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘
2            (1) 

 

 

and is formed as a differential voltage at the output 

terminal of the MAC DAC. The value of the full sampling 

capacitor Csample of the multiplying DAC is 95.7fF and the 

value of the feedback capacitor Cfeedback is 74.8fF. X and W 

represent the input data of the multiplication operation 

corresponding to -0.5 to +0.5 and the normalized value of 

the weight. 

 

B. SAR ADC 

The ADC operates after all MAC operations have been 

completed but consumes about 10% of the total power 

consumption. In addition, the ADC is unnecessary when 

designing a computer with an analog method when 

compared with a digital computer. 

On the other hand, the data of the MAC operation in the 

artificial neural network is subjected to a post-processing 

function before being processed as the input of the next 

hidden layer. ReLU, leaky ReLU, and Sigmoid are the post-

processing functions. Up to now, ReLU in Figure 3-(a) has 

been recognized as the most efficient post-processing 

function [2]. When designing the ADC with a differential 

structure, the difference in the VCM at both ends of Figure 4 

causes undesirable effects such as offset and additional 

techniques may be required to compensate for this [13]. 

However, if this phenomenon is reversed, it will produce the 

output as shown in Figure 3-(b) and implement the function 

of ReLU function without additional power consumption. 

The differential output of the ADC internal CDAC is 

 

𝐷𝐴𝐶𝑂𝑈𝑃 − 𝐷𝐴𝐶𝑂𝑈𝑇𝑁 = 2𝑉𝐶𝑀𝑃 − 2𝑉𝐶𝑀𝑁 + 𝑉𝐼𝑁𝑁 − 𝑉𝐼𝑁𝑃  (2) 

 

 

 

 
       (a)        (b) 

Fig. 3. (a) Post-processing function ReLU, (b) Implementation of ReLU 

function in ADC 

 

 
 

Fig. 4. Back-end successive-approximation ADC (SAR ADC) 

 

If VCMP is increased by the same voltage and VCMN is 

decreased, the nonlinear section of the CDAC output value 

is increased in proportion to the difference. Figure 3-(b) 

shows the SPICE simulation of the characteristics of the 

entire computer when VCMP = 712mV, VCMN = 332mV, and 

VCM = 522mV. When the analog output of the calculator is 

negative, it is converted to a specific DC value. It can be 

confirmed that it is digitally converted. In order to achieve 

this, the ADC adopts the asynchronous bottom plate 

sampling SAR ADC [14] which can provide offset by VCM 

voltage adjustment. 

 

Fig. 2. (a) Multiplying DAC internal structure, (b) Inverter based 

amplifier circuit 
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TABLE I. 
Performance comparison table 

 This 

work 
[6] [16] [5] 

Stratix10 

FPGA 

Process (nm) 65 28 65 65 14 

Operation method Analog Analog Analog Digital Digital 

resolution (bit) 8 8 Input:7 

Filter:1 
16 8 

Speed (Hz) 33.3 M 19.2 M 364 M 250 M 920 M 

Supply voltage (V) 1.2 1.0 1.2 1.17 
 

Power (W) 30.11 u 7.74 u 380.7 u 278 m 
 

Efficiency (OPS/W) 2.21 T 9.61 T 28.1 T 302 G 400 G 

Area (um
2
) 0.092

*
 0.012

*
 0.067

*
 16

*
 

 

Efficiency = (
Power

Speed
) ∗ (# 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 in one period) 

* Direct comparison is difficult because the number of arithmetic core is different. 
 

 
Fig. 5. Layout using 65nm CMOS process 
 

III. SIMULATION RESULT 

 

 In this paper, we verified the actual operation and 

performance through SPICE simulation. Power consumption 

was calculated by transistor-level PEX simulation. The 

calculator was designed using a 65nm CMOS process and 

the layout is shown in Figure 5. The area of the computing 

core is 0.092 μm2. 

Figure 5 shows the result of 2304 operations on all input 

data and some filter data from -127 to +127, and the result 

of operation error extracted from the largest output. In the 

simulation in Figure 6, only the multiplication operation was 

performed to collect data. 

In some computation results and errors, there is an 

inverted staircase-type error every time the LSB is changed. 

In order to reduce the power consumption and the load 

impedance of the amplifier in the design, two LSB unit 

capacitors are connected in series. The final computation 

error in the computation result of Figure 6 is limited to the 

2LSB range. This error does not affect the final recognition 

rate in artificial neural network computation. It is possible to 

confirm the recognition rate of 98.0% when 10,000 MNIST 

images were recognized even in case of 5LSB operation 

error in the previous study [6]. Figure 8 shows 

 
Fig. 6. Operation result and LSB-based error 

 

 
Fig. 7. Accumulation results in worst case 

 

 
Fig. 8. Hidden layer data distribution diagram of VGG-F artificial neural 

network 
 

the distribution of the hidden layer coefficient data of VGG-

F [15], which is the simplest of the artificial neural networks, 

VGGNet. Figure 7 shows that in the worst case, the result of 

multiplication and addition of the operation result is 

accumulated 16 times, which is about 4 LSB errors. Since 

the hidden layer coefficient data of the actual artificial neural 

network is distributed similar to the normal distribution as 

shown in Figure 8, the operation in the worst case does not 

occur frequently. 

Table I summarizes the performance comparison between 

transistor-level PEX simulation results and conventional 

digital and analog operators. The proposed algorithm is 

slower than the digital processor Stratix10 FPGA but has 

computation efficiency as high as 5 times. In addition, since 

the conventional analog calculator [6] uses a relatively new 

10
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process, the power efficiency is low, but it has faster 

computation speed. [16] has higher speed and efficiency than 

the arithmetic unit proposed in this paper. However, since the 

hidden layer data is stored in the SRAM as binary data, the 

applicable range is limited to a relatively simple data set such 

as MNIST have. The proposed algorithm can be applied to 

relatively complicated data sets such as CIFAR-10 because 

8-bit operation is possible. 

 

IV. CONCLUSIONS 

  

In this paper, artificial neural network modeling human 

brain maintains reliable inference accuracy even at low 

resolution [7] and computation at low resolution is based on 

previous research results that analogue method is more 

efficient than digital method [8] A low - resolution high - 

efficiency artificial neural network computing circuit was 

designed. The proposed arithmetic unit improves the 

computation speed more than the conventional analog 

arithmetic unit [6]. Also, it has the advantage of no additional 

energy consumption in addition operation in MAC 

operation, and saves energy used for memory access 

compared to digital type arithmetic operators [5]. 

We designed a digital-input, digital-output artificial neural 

network 8-bit arithmetic circuit with a layout in 65nm 

CMOS process, a computation speed of 33.3MHz and a 

computation efficiency of 2.21TOPS/W. 
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Abstract - A rotary variable differential transformer (RVDT) 

shows superior performance compared with the conventional 

rotation detection sensor. In this paper, we propose a RVDT 

signal conditioner based on Costas loop. The proposed RVDT 

signal conditioner applying digital signal processing techniques 

has an advantage that no additional circuit for phase correction 

is needed. We implement the proposed RVDT signal 

conditioner using Magna Chip/SK Hynix 180 nm CMOS 

process. The proposed signal conditioner is successfully verified 

in a test environment which is implemented by using a FPGA 

board and Matlab. The proposed signal conditioner shows a 

processing time of 0.045 seconds to demodulate the message 

signal at the sampling frequency of 160 kHz. The area of the 

proposed signal conditioner is 195470.7 in the number of 

equivalent gates and a total power dissipation of 47.4 mW at a 

power supply voltage of 1.8 V and the operating frequency of 

24 MHz is achieved. 

 

Keywords— DSP, LVDT, PLL, RVDT 

 

I. INTRODUCTION 

Systems that convert input signals to useful output signals 

play an important role in industries requiring high-precision, 

non-fault-tolerant durability equipments. Especially, the 

system using the change of the electric force and the 

magnetic force is influenced by the electromagnetic wave 

generated from the outside. In high-precision system 

devices, electromagnetic waves are shielded and used so as 

not to be sensitive to such external environment changes. 

These magnetic conversion system devices include a linear 

variable differential transformer (LVDT) and RVDT that 

measure linear displacement and angular displacement, 

respectively. The advantage of RVDT is that it has excellent 

durability from vibration, impact, water, oil, dust and so on. 

In addition, RVDT is widely used in industrial facilities 

because reliability can be secured by using non-contact 

structure. The RVDTs are used in various precision control 

systems that require an external signal conditioner because 

the angular displacement of the RVDT sensor must be 

converted into an electrical signal. Typically, an RVDT 

analog signal conditioner consists of a separate module 

configured above a printed circuit board (PCB) using 

commercial passive elements. Recently, digital signal 

conditioners that can be embedded in RVDT sensors are 

being researched. [1][2][3][4] 

The RVDT consists of a primary coil, a secondary coil and 

an eccentric rotor. Sine waves of different magnitudes are 

generated in the primary and secondary coils according to 

the rotation of the rotor. Therefore, the rotation angle can be 

detected by comparing the phase differences of the first and 

second sinusoidal waves. However, there may be the errors 

in the location of the rotor due to the phase mismatch error 

between the waves. In order to compensate the phase error, 

several methods have been proposed. This paper presents a 

Costas loop based RVDT signal conditioner, which finds the 

rotational information of the core from the output signal of a 

RVDT. This paper is organized as follows. In Section 2, we 

describe the Costas loop algorithm. In Section 3, we present 

simulation results and circuit verification results for the 

RVDT digital signal processor, and finally show some 

improvements in the conclusion. 

II. ALGORITHM 

An RVDT is an encoder sensor that outputs the binary 

position code or gray code high precision position data by 

converting the angle of one rotation from 0 to 4047 as an 

absolute position detector. As shown in Fig.1, RVDT can 

detect the current rotational position by detecting the phase 

difference between the sinusoidal waves of the primary coil 

and the secondary coil according to the rotation of the 

eccentric rotor by using the magnetic induction principle of 

the transformer. In the RVDT, the four poles are reversely 

wound around the primary and secondary coils. As the core 

rotates, it becomes possible to measure the displacement by 

the change of the mutual inductance induced in the primary 

and the secondary coils. [2][4] 

 

Vi

Vo1

Vo2

m(t) = Vo1 –Vo2

 

Fig. 1. RVDT structure 
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In the RVDT, the input signal the position signal of the 

rotor, m(t), is modulated with the carrier signal cos⁡(𝑤𝑐𝑡) 
and transmitted to the receiver, where the phase changes due 

to the external environment and the delay time. The 

receiving section performs demodulation using the Costas 

loop to compensate this phase change. As shown in Fig. 2, 

Costas loop consists of a numerical control oscillator (NCO), 

three LPFs (low-pass filter) and three multipliers. [5][6]  

 

s(t)

LPF1

LPF2

NCO LPF3

m(t)

MUL1

MUL2
MUL3

 

Fig. 2. Costas loop structure 

 

Input signal 𝑠(𝑡) of a Costas loop is 

 

        𝑠(𝑡) = ⁡𝑚(𝑡)cos[𝑤𝑐𝑡⁡ + ⁡Θ𝑖(𝑡)].⁡     (1) 

 

The NCO has two output signals that have the same 

frequency as the carrier signal and the phase differences of 

zero and 90 degrees, respectively, as follows:  

 

        2cos[𝑤𝑐𝑡⁡ + ⁡Θ𝑜(𝑡)]              (2) 

 

        2sin[𝑤𝑐𝑡⁡ +⁡Θ𝑜(𝑡)]              (3) 

 

In order to compensate the phase difference, the signal 

output from the NCO is multiplied by the input signal. 

Outputs of MUL1 and MUL2 are calculated as follows:  

 

⁡⁡⁡⁡𝑚(𝑡)cos[𝑤𝑐𝑡 + Θ𝑖(𝑡)]2cos[𝑤𝑐𝑡 + Θ𝑜(𝑡)] 
 ⁡⁡⁡⁡⁡⁡⁡⁡⁡= 𝑚(𝑡)cos[2𝑤𝑐𝑡 + Θ𝑖(𝑡) + Θ𝑜(𝑡)] 
  ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡+⁡𝑚(𝑡)cos[Θ𝑖(𝑡) − Θ𝑜(𝑡)]            (4) 

 

⁡⁡⁡⁡𝑚(𝑡)cos[𝑤𝑐𝑡 + ⁡Θ𝑖(𝑡)]2sin[𝑤𝑐𝑡 + Θ𝑜(𝑡)] 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡= 𝑚(𝑡)sin[2𝑤𝑐𝑡 + Θ𝑖(𝑡) + Θ𝑜(𝑡)] 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡+⁡𝑚(𝑡)sin[Θ𝑖(𝑡) − Θ𝑜(𝑡)]            (5) 

 

The high-frequency components of (4) and (5) are 

removed by low-pass filtering (4) and (5) as follows.  

 

          𝑖(𝑡) ⁡= ⁡𝑚(𝑡)cos[Θ𝑔(𝑡)]      (6) 

 

          𝑞(𝑡) ⁡= ⁡𝑚(𝑡)sin[Θ𝑔(𝑡)]      (7) 

 

where Θ𝑔(𝑡)  is Θ𝑖(𝑡) − Θ𝑜(𝑡) . In MUL3, 𝑖(𝑡)  and 

𝑞(𝑡)⁡are multiplied and low-pass filtered. 

 

⁡⁡⁡⁡𝑚(𝑡) cos[Θ𝑔(𝑡)] 𝑚(𝑡) sin[Θ𝑔(𝑡)] 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡= (1 2⁄ )(k + Φ(𝑡))sin[2Θ𝑔(𝑡)]⁡           (8) 

 

Low-pass filtering (8) produces 

 

       (1/2)(k)sin[2⁡Θ𝑔(𝑡)] ⁡≅ ⁡kΘ𝑔(𝑡)       (9) 

 

The message signal 𝑚(𝑡) is decoded by making the loop 

converge the Θ value to zero, where the NCO generates a 

signal with the same frequency as the input signal. 

Therefore, since the phase is automatically corrected by 

applying the feedback using the NCO, there is an advantage 

that an additional circuit for compensating the phase error  

is not necessary. 

III. IMPLEMENTAOIN 

A. Simulation 

The above Costas loop is simulated by using MATLAB as 

in Fig. 3. The sampling frequency of the filter is 160 kHz and 

the number of the bits in the output of the NCO is 12 bits, 

which is the resolution of the Analog to Digital Converter 

(ADC). The system clock is generated by dividing 24 MHz 

to 2.4 MHz and is used for the ADC. The clock is also used 

for sine wave generation by dividing to 160kHz. 

 

 
Fig. 3. Costas loop model using Matlab 

 

For the simulation of Fig. 3 the sine wave in Fig. 4, which 

is a sine wave with a frequency of 300 Hz, is used as message 

signal.  

 

 
Fig. 4. Message signal 

 

As shown in Fig. 5 and Fig. 6, the carrier signal has a 

frequency of 10 kHz and is multiplied with the message 

signal 𝑚(𝑡) producing the modulated signal. 

 

Fig. 5. Carrier signal 
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Fig. 6. Modulated signal 

 

In order to demodulate the input signal in the Costas loop, 

the NCO generates 2cos[𝑤𝑐𝑡 + Θ𝑜(𝑡)]  and 2sin[𝑤𝑐𝑡 +
Θ𝑜(𝑡)]. The outputs of LPF1 and LPF2 are 𝑖(𝑡) and 𝑞(𝑡), 
respectively. Then, these values are multiplied and passed 

through LPF3. As shown in Fig. 7, it can be seen that the 

phase difference of the Θ value converges to zero as time 

passes. 

 

 

Fig. 7. LPF3 output 

 

The signal passed through LPF1 is a demodulated 

message signal. It can be seen that this signal is demodulated 

after 0.045 seconds as shown in Fig. 8. 

 

 

Fig. 8. Demodulated signal 

 

 

B. Implementation 

The RVDT digital signal processor based on the Costas 

loop is implemented in the following order. Based on the 

modeling results described above, the block diagram of the 

RVDT signal processor is described shown Fig.9 using 

VerilogHDL. 

 

RVDT_SC

Input_CVT
Costas 
Loop

Controllor UART

Out 
Adjust

serial_di

serial_do

in_A[11:0]

in_B[11:0]

clk
reset
en

mode
four_five

dadc_out[15:0]

Fig. 9. Block diagram of proposed signal conditioner 

When the 12-bit input is received from the input 

conversion block (Input CVT), it is converted to a 4-wire 

type signal in the case when a 5-wire type signal is applied. 

Receiving a 24MHz clock from outside, a clock divider 

generates 2.4 MHz and 160 kHz clocks. In the Costas loop 

block, the phase adjustment algorithm is executed to correct 

the phase error. By analyzing the loop coefficient that adjusts 

the output value of the low-pass filter that is input to the 

NCO, the phase locking time is reduced. Since it is 

impossible to set Θ  to 0 completely in hardware, the 

threshold value is used. When the threshold value is large, 

the locking time is shortened, but the phase difference 

correction may be inaccurate. In the opposite case, the 

locking time may become longer. Therefore, it is necessary 

to adjust both the magnitude of the threshold value and the 

loop coefficient to change the locking time. The control 

block sets the gain and the offset used in the output 

adjustment block. For the linearity correction, the fifth order 

curve-fitting is used, where the coefficients are set by using 

the UART from the outside. The output adjustment block 

compensates the output by applying the gain and the offset 

set by the linearity correction block and the control block. 

All the control parameters and the coefficients are set by 

serial communication method using UART. The corrected 

digital output value is converted to serial data and output via 

the UART. 

After the hardware simulation is verified, synthesis is 

performed using Synopsys' Design Complier using a 180nm 

standard CMOS process and TABLE I summarizes the 

implementation result. The total area of the synthesis result 

is 195470.7 represented as the number of equivalent gates, 

which is a NAND gate. After that, we extract the netlist from 

the synthesis result, which is the input to Timing-Simulation 

using Modelsim and P&R (Place & Route) using Synopsys's 

Astro. Fig. 10 shows the layout after P&R process. 

Thereafter, DRC (Design Rule Check) and LVS (Layout 

Versus Schematic) are performed. STA (Static Timing 

Analysis) is performed using Prime Time. Fig. 11 shows the 

message signal waveform and the post-simulation output 

signal waveform. 

TABLE I. Implementation Result 

Process Technology CMOS 180 nm 1P6M 

Package MQFP 208pin 

Supply Voltage 3.3V/1.8V 

Operating frequency 24 MHz 

Sampling frequency 160 kHz 

Area(GC) 

195470.7 (100%) 

Input_CVT 432.3 0(0.2%) 

Contrillor 6071.5 0(3.4%) 

Costas_Loop 142549.9 (72.9%) 

Out_Adjust 44901.1 (23.0%) 

UART 885.9 0(0.5%) 

Power consumption 47.4 mW 

Data bit width 

Input: 

Output: 

Filter: 

12 bits 

12 bits 

16 bits 

* The gate count (GC) is equivalent 2-port NAND-gate count. 
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Fig. 10. Layout of proposed signal conditioner 

 

C. Chip Test 

Verification of the implemented RVDT signal conditioner 

proceeds as in Fig. 12(a). As shown in Fig. 12(b), a chip test 

environment is constructed by using a FPGA board and an 

oscilloscope. First, we use MATLAB to generate two 

signals, message and carrier signals, as 12-bit digital signals 

and store them in memory using FPGA. Next, these two 

signals are multiplied to produce an input signal 𝑠(𝑡) that 

is a modulated signal. The input signal and the carrier signal 

are applied to in_A and in_B inputs of RVDT_SC, 

respectively. The input signal is demodulated in the proposed 

RVDT_SC signal conditioner. The demodulated signal is fed 

into a DAC of the FPGA board and checked using an 

oscilloscope, as shown in Fig.13. The demodulated output 

signal is checked by using the signal verification module 

implemented in FPGA. 

 

 

(a) 

 

(b) 

Fig. 11. Post-simulation result; (a) Message signal (b) post-simulation 

output signal 

 

FPGA
Message
Signal

Carrier
Signal

D
A
C

in_A[11:0]

in_B[11:0]

clk
reset

serial_di

en

mode
four_five

RVDT_SC

chip

dadc_out[15:0]

sel[1:0]
gain_control[7:0]

serial_do

Controllor

 

(a) 

 

 

(b) 

Fig. 12. Chip test; (a)Test block diagram (b)Test environment 

 

  

(a)                            (b) 
 

  

(c)                            (d) 

Fig. 13. Chip test result; (a)Message signal (b)Carrier signal (c)Modulated 
signal (d)Demodulated signal 

 

The maximum linearity errors of some signal conditioners 

are shown in Table II, where the proposed structure shows a 

better linearity performance when compared with other 

structures. We can see that the proposed structure provides 

as good linearity performance as the commercial signal 

conditioner in [11].  
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Table II. Maximum Linearity Errors  

Signal 
conditioners 

[7] [8] [9] [10] [11] proposed 

Max. linearity 

error (%FSO) 
0.14 0.18 0.16 0.2 0.01 0.01 

 

IV. CONCLUSIONS 

In this paper, we present the RVDT signal conditioner 

based on the Costas loop. After verifying a Matlab model, 

we implemented the signal conditioner by using 

VerilogHDL, which is synthesized by using a standard 

180nm CMOS process. The implemented RVDT digital 

signal processor can be applied to 4-wire and 5-wire 

systems, and there is no need for external devices required 

for phase correction. In addition, the linearity compensation 

coefficients, the gain, and the offset can be adjusted through 

the UART communication, thereby increasing the linearity. 
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Abstract – Edge Devices with limited power and processing 

performance need the help of hardware-based security solutions 

in order to provide sufficient security services. The hardware-

based security solutions have been proposed to separate 

hardware resources into the secure area and the normal area 

and determine whether accessible according to the secure mode 

of the processor.  The solutions determine secure mode based 

on the importance of the application or to let the user decide. 

However, this makes it possible for unauthorized users to access 

the secure area when the device is stolen or replicated. To solve 

this problem, we propose a hardware-based pre-authentication 

protocol which determines if the edge device is a safe situation.  

The proposed pre-authentication protocol includes all the 

processes the chip producing, issuing, and using. SoC with the 

Core-A processor and pre-authentication module was 

implemented as a hardware chip, and it was confirmed that 

Core-A enters secure mode after succeeding in the pre-

authentication protocol. 

 

Keywords—Authentication protocol, Hardware security, 

Security SoC 

 

 
I. INTRODUCTION 

With the recent advances in smartphones and IoT 

technology, tasks that were previously only available on PCs 

have become possible in edge devices. These tasks have 

expanded to include financial, healthcare, and transportation, 

which can affect users' personal information, property, and 

safety. As hackers who have been performing attacks in the 

PC environment also attack users using security 

vulnerabilities of edge devices, it is essential to apply security 

solution to edge devices. However, it is difficult to apply the 

heavy security software used in PCs to edge devices which 

have limited power and processing performance. As a result, 

a variety of hardware-based security solutions [1-10] have 

been proposed to reduce the load on processing performance 

and available in low-power environments. 

As one of the hardware-based security solutions, it has 

been proposed for separating the hardware processing 

environment according to the application. Intel's software 

guard extensions (SGX) [1] and ARM's Trustzone [2] are 

solutions that separate hardware resources into normal area 

and secure area, and access area according to the secure mode 

of the processor. Intel's SGX allows the user to determine the 

processor's secure mode through software, and ARM's 

Trustzone determines the processor's secure mode based on 

the importance of the application.  However, these solutions 

do not distinguish between whether the current edge device is 

in a safe or dangerous situation, it can be accessible to the 

secure area even when the edge device is stolen or replicated 

and can pose a security threat.  

We propose a hardware-based pre-authentication protocol 

to determine if the edge device is in a safe situation. Only 

processors on edge devices authenticated through the pre-

authentication protocol can enter secure mode. It can prevent 

the processor from entering the secure mode when the device 

is lost, stolen, or replicated. The authentication protocol 

meets the following security requirements: 

- Object authentication: If the protocol succeeds, it must 

verify the identity of the object participating in it. 

- Key exchange: If the protocol succeeds, participants in 

the protocol should be able to share a secure session 

key.  

- Confidentiality: While the protocol is proceeding, 

sensitive information contained in messages should 

not be able to be identified by an attacker.  

- Integrity and non-repudiation: Sensitive information 

in the protocol must not be tampered with by the 

attacker, and messages that are approved by each 

participant should not be denied subsequently. 

- Prevent reuse attacks: If an attacker saves some of the 

messages from a performed protocol and then reuses 

them later, participants should be able to recognize 

them.  

- Preventing man-in-the-middle attacks: When an 

attacker attempts a man-in-the-middle attack, there 

should be no additional information or permissions 

obtained by the attacker compared to normal 

circumstances. 

 

This paper consists of: Chapter 2 describes the subject of 

the protocol and the pre-authentication protocol process, and 

Chapter 3 analysis the security of the authentication protocol. 

Chapter 4 describes the hardware-based pre-authentication 

protocol and the SoC structure that was implemented and 

concluded in chapter 5. 
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II. PRE-AUTHENTICATION PROTOCOL  

 

In this section, we show the subject of the protocol and 

describe protocol process details.  

 

A. Protocol Subject 

The subject spearheading the protocol is a chip, 

manufacturer, issuer, instrument, and trusted service manager 

(TSM). The relation between each subject is shown in Fig. 1. 

The description of each subject is as follows. 

 
Fig. 1. The relation between subjects of pre-authentication protocol  

 

a. Chip 

The security chip mounted inside the device has a PUF-

based key that enables identification of the chip. The PUF-

based key is the private key (𝑃𝑣𝑐ℎ𝑖𝑝 ) of the public-key 

cryptography and the symmetric key ( 𝑆𝑚𝑐ℎ𝑖𝑝 ) of the 

symmetric-key cryptography. The chip includes a hardware 

module that performs a cryptographic algorithm (public-key 

cryptography, symmetric-key cryptography, hash function, 

random number generation) and must be able to store private 

information securely and perform knowledge-based 

certification. 

 

b. Manufacturer (MF) 

A chip manufacturer is responsible for everything involved 

in chip manufacturing, including physical chip manufacturing 

and the installation of the necessary software. It gives the chip 

a serial number (SN), and the connection between the chip 

and the manufacturer is considered as a trust interval. 

 

c. Issuer & Issuing Machine (IM) 

The issuer is the subject issuing the chip to the user, such 

as the bank. The issuer makes the chip issued through the 

issuing machine, and the connection between the chip and the 

issuing machine is considered as a trust interval. The chip that 

has been issued becomes available. 

 

d. Trusted Service Manager (TSM) 

As a subject that ensures the reliability of the chip, it 

manages the chip's ID and public key and issues a certificate 

of the chip's public key (𝑃𝑏𝑐ℎ𝑖𝑝 ). TSM has its private key 

(𝑃𝑣𝑇𝑆𝑀 ) and public key (𝑃𝑏𝑇𝑆𝑀 ) to use the public-key 

cryptography. The communication between the TSM and the 

issuer is considered as a trust interval, and the communication 

between the TSM and the chip can be dangerous. 

 

e. Device 

The device, including the chip, support the operating 

system and hardware for i/o interface with a user, 

communication with TSM. The device assumes that it is not 

safe because it is possible to attack, such as hacking, and 

therefore, the communication channel (communication 

between device and TSM) is not safe. 

 

B. Protocol Process 

The pre-authentication process can be divided into three 

main stages: The Manufacturing stage of manufacturing 

security chips in the factory, the Issuing stage of issuing 

security chips to the user, and the Using stage of using 

security chips to operate the application. Devices equipped 

with a security chip can activate the processor's secure mode 

permission after performing the pre-authentication at a 

power-on or periodically. 

 

a. Manufacturing 

In the manufacturing process, the manufacturer gives SN 

to the chip and manages the SN list given to the chip. The 

chip has an SN and PUF-based key (𝑃𝑣𝑐ℎ𝑖𝑝, 𝑆𝑚𝑐ℎ𝑖𝑝) inside. 

The manufacturer delivers the finished chip to the issuer, such 

as the bank, and delivers the SN list of the manufactured chips 

to the TSM. 

 

b. Issuing 

Issuing is the process of exchanging information between 

the chip and the TSM. At this time, the communication 

between the chip and TSM is made through the IM of the 

issuer. IM is regarded as a reliable device, and 

communication between chips and issuing devices, and 

issuing devices and TSM are also regarded as a trust interval. 

The issuing process can be divided into three primary steps: 

1. The chip sends its SN to the TSM and generates a 

𝑃𝑏𝑐ℎ𝑖𝑝 for 𝑃𝑣𝑐ℎ𝑖𝑝. 

2. Chips and TSM exchange each other's public keys. 

TSM sends its 𝑃𝑏𝑇𝑆𝑀 to the chip, and the chip sends 

its 𝑃𝑏𝑐ℎ𝑖𝑝. 

3. TSM generates a certificate (𝐶𝑒𝑟𝑡𝑐ℎ𝑖𝑝 ) for 𝑃𝑏𝑐ℎ𝑖𝑝 

and sends to the chip. 

After the issuing is terminated, the chip has its SN, 

𝑆𝑚𝑐ℎ𝑖𝑝 , 𝑃𝑣𝑐ℎ𝑖𝑝 , 𝑃𝑏𝑐ℎ𝑖𝑝 , 𝐶𝑒𝑟𝑡𝑐ℎ𝑖𝑝 , and 𝑃𝑏𝑇𝑆𝑀 . TSM 

manages the SN and 𝑃𝑏𝑐ℎ𝑖𝑝 as a list. The chip that is issued 

is delivered to the user and ported to the device. 

 

c. Using 

The process of being certified by TSM before the device's 

processor enters secure mode so that users can safely use 
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services such as mobile banking. The communications 

between chip and TSM are non-trust interval and use security 

protocol since it through the user, the app, and the device. The 

authentication process for the chip and the device includes 

forming a security channel session for further information 

exchange with the TSM. The process of use is divided into 

six steps: 

1. Comparing the device authentication information 

(𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒) stored on the device to the authentication 

information that was encrypted existing in the chip, 

the chip authenticates the user and the device. 

2. The chip and TSM certify each other through the SN, 

the other party's public key, and the certificate. 

Depending on the public-key cryptography used, 

detailed steps of the signature and authentication 

algorithm [11] may vary. 

3. Chip and TSM generate a one-time share key using 

public-key cryptography and a random number 

generator. Depending on the public-key cryptography, 

the detailed key sharing algorithm [12] may be 

different. A one-time share key is used as a session key 

for a session.  

4. Using the session key, symmetric-key cryptography, 

and message authentication code (MAC) algorithm, 

chip, and TSM perform secure communication.  

5. Before the session ends, send the chip's signature of 

the message used in the session to TSM. 

6. Send the hash value (𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒) of the session key used 

in this session to the device and store the value 

encrypted ( 𝐸𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒  ) by symmetric-key 

cryptography and 𝑆𝑚𝑐ℎ𝑖𝑝  to the chip. Hashed 

session key value is used in the following 

authentication as authentication information for the 

device. 

 

After authentication to the chip and device through the 

Using stage, the processor gains permission to enter secure 

mode. After the Using stage end, the chip has its SN, 𝑆𝑚𝑐ℎ𝑖𝑝, 

𝑃𝑣𝑐ℎ𝑖𝑝 , 𝑃𝑏𝑐ℎ𝑖𝑝 , 𝐶𝑒𝑟𝑡𝑐ℎ𝑖𝑝 , 𝑃𝑏𝑇𝑆𝑀 ,  and 𝐸𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒  . TSM 

has an SN-𝑃𝑏𝑐ℎ𝑖𝑝 list, and the device has a 𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒 . 

 
III. SECURITY ANALYSIS OF PROTOCOL 

 

This chapter analyzes the security features provided by the 

proposed protocol. MF and IM, which are only involved in 

the manufacturing and issuing, are always assumed to be safe 

communication. We analyze the security of chips, TSM, and 

device objects and describes security features that satisfy. 

 

A. Object authentication 

 Pre-authentication's Using stage provides mutual 

authentication and key exchange between chip and TSM. The 

chip and TSM can verify the identity of the other party by 

using the public key stored in the issuing step, confirming that 

the other party is the authorized owner of the private key 

associated with the public key. The identity of the device can 

be confirmed by 𝐻𝐾𝑑𝑒𝑣𝑖𝑐𝑒 , which indicates 'the same device 

as the device that was connected to the previous protocol.'. 

  It can be assumed that the TSM is attacked and critical 

information about the chip is leaked. Even so, the leaked SN 

and public key of the chip does not make the attacker can 

disguise it as a legitimate chip. 
 

B. Key exchange 

After performing the pre-authentication's Using stage, the 

chip and TSM are securely shared session keys by public-key 

cryptography [12]. 
 

C. Confidentiality 

Session keys are securely shared through public-key 

cryptography. Messages encrypted with session keys are 

securely protected between chip-TSM and cannot be verified 

by an eavesdropper. 
 

D. Integrity and Non-repudiation 

The MAC of messages generated by session keys is 

securely protected between chip-TSM and causes errors when 

tampering in the intermediate. The signature of the public-key 

cryptography ensures integrity and non-repudiation. 
 

E. Prevent reuse attacks 

Reuse attacks are impossible because we use a random 

number generator to generate shared keys in public-key 

cryptography. The generated shared key is used only as a one-

time session key. 
 

F. Prevent man-in-the-middle attacks 

Since the chip and TSM have the other party's public key 

in advance, all the messages sent are guaranteed their validity 

by signature, the attacker cannot deceive and intervene in the 

identity. 

 
IV. IMPLEMENTATION AND CHIP VERIFICATION 

 

A. SoC Implementation 

We designed the security SoC with the hardware-based 

pre-authentication protocol. The structure of the entire 

security SoC is shown in Fig. 2. The hardware-based pre-

authentication protocol module consists of a logic part that 

controls the protocol process, via PUF cell [13] for chip 

recognition and key generation, and cryptographic modules 

that operate cryptography algorithms. The other part of SoC 

was configured using the Core-A processor [14] and static 

random-access memory (SRAM) to determine whether 

entering the processor's secure mode depending on pre-

authentication protocol success. 

The cryptographic modules consist of the symmetric-key 

cryptography algorithm AES [15] and SEED [16], the public-

key cryptography algorithm ECC [17], hash algorithm 

SHA1[18] and SHA2 [18], and true random number 

generator (TRNG) [19] for generating random numbers. For 

protocol control and parameter storage, non-volatile (NV) 

memory and RAM are used, which both are SRAM. The 

universal asynchronous receiver/transmitter (UART) 

protocol which is serial communication, is used as an external 

communication interface. 
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Fig. 2. The structure of implemented SoC 

 

We implemented the security SoC using the Samsung 60 

nm complementary metal-oxide-semiconductor (CMOS) 

application-specific integrated circuit (ASIC) technology 

library. The security SoC was implemented at 20Mhz clock 

frequency. The post-synthesis results of the pre-

authentication module are shown in Table 1. The gate count 

of the whole pre-authentication module and each submodule 

are presented separately. 

 
TABLE I. Gate Count of Pre-Authentication Protocol 

Module Gate Count 

Pre-Authentication Total 353,662 

AES 33,897 

SEED 14,700 

ECC 139,034 

SHA1 10,572 

SHA2 15,194 

TRNG 1,267 

NV 1,409 

RAM 86,513 

UART 1,153 x 2 

 

B. Chip verification 

We used the test board to verify the implemented chips. 

The chip was operated at 40Mhz, and the data for verification 

was exchanged through UART communication with PC. The 

test board shown in Fig. 3 is connected to the PC. 

We made a software program that performs the operation 

of the manufacturers, issuers, devices, and TSM to verify that 

the implemented chip performs the pre-authentication 

protocol correctly. It was confirmed that the chip performs the 

pre-authentication protocol correctly, and it was confirmed 

that the processor could enter the secure mode only if the 

authentication is successful. The pre-authentication protocol 

is performed through the software program shown in Fig.4. 

 

Fig. 3. Test board for verify chip operation 

 

 

Fig. 4. The software program for verify pre-authentication protocol 

 
V. CONCLUSION 

 

We proposed a way to protect the device's secure world 

from danger situation where the device is stolen or replicated 

by checking before the processor entering secure mode.  We 

proposed the pre-authentication protocol, which can 

determine whether the device is safe or not and analyzed the 

security of the proposed protocol.  The protocol provides the 

object authentication of edge devices, safe key exchange, 

confidentiality and integrity of information, non-repudiation, 

and prevention of reuse attack and man-in-the-middle attacks. 

It was implemented in a chip to verify that the processor 

enters secure mode only in safety situations that pass the pre-

authentication protocol. 

The hardware-based pre-authentication protocol we 

propose can authenticate the edge device, but the legitimacy 

of the software installed within the device is unknown. If the 

application running on the device is tampered with, or if a 

malicious program is performed to monitor what the user 

enters the device, the user may still be exposed to security 

threats. Therefore, hardware-based security solutions such as 

SGX and TEE or software-based security solutions must be 

added for a completely secure edge device execution 

environment. 
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Abstract - To reduce the phase noise and jitter of the 

conventional PLL, the proposed PLL uses frequency voltage 

converter (FVC). The inner negative feedback loop consisting 

of a voltage controlled oscillator (VCO) and a frequency voltage 

converter is nested inside a conventional outer PLL loop. When 

the output voltage (VCO input voltage) of the loop filter 

changes, the output voltage of the FVC changes in the opposite 

direction at a much higher sampling frequency in the negative 

feedback looped VCO. Thus, whenever the VCO output 

frequency varies, the FVC works as a compensator and it 

results in VCO noise reduction. It improves the phase noise 

characteristic and the stability of PLL. It has been simulated 

and proved by HSPICE in a CMOS 0.18μm 1.8V process. 

Measurement result of the two-negative feedback loop PLL 

fabricated in a one-poly six-metal 0.18μm CMOS process shows 

approximately 20dB improvement at 1MHz offset from 1GHz 

carrier frequency. 

 

Keywords—Frequency-to-voltage Converter, Phase 

Locked Loop, Phase Noise 

 

I. INTRODUCTION  

 

Phase Locked Loop (PLL) is a core component included 

in next-generation communication systems and digital chips 

because it is used as a frequency synthesizer in wireless 

communication and clock signal generators in digital chips 

that operate at high speed. The carrier frequency of next-

generation mobile communications is increasing to transport 

a lot of data in a short time, and the operating speed of semi-

conductor chips is also increasing. Therefore, the new 

frequency synthesizer should have better phase noise 

characteristics and the clock signal generator should have 

very small jitter. 

Typically, a PLL consists of a phase frequency detector 

(PFD), a charge pump (CP), a loop filter (LF), a voltage-

controlled oscillator (VCO), and a divider [1]. ]. A PLL is 

usually the third-order closed loop system that includes the 

second-order LF which consists of two capacitors and one 

resistor. It has one low frequency zero, and three poles 

consisting of two poles at origin and one pole at high 

frequency. In general, a narrow bandwidth has an advantage 

for suppressing phase noise and spur, but it needs a low 

phase noise VCO and takes a long locking time. A higher 

frequency pole can be introduced to suppress phase noise 

further. Careful design of poles and zero location is required 

to ensure a stable operation of PLL. The design of PFD and 

CP should deal with linearity, dead zone, current mismatch, 

timing mismatch in two output signals of PFD, charge 

sharing and injection, because these performances degrade 

the phase noise characteristics of PLLs. LC-VCO is 

preferable to ring VCO for low phase noise PLL because of 

its better phase noise performance [2]. 

Various architectures of PLLs and DLLs have been 

proposed to improve phase noise and jitter characteristics. 

The optimal loop-bandwidth has been derived from a 

discrete-time PLL model to find a loop-bandwidth which 

shows a good jitter performance [3]. Jitter optimization 

using PLL design parameters has been derived [4]. These 

theories are helpful in the design of PLL, but their effect on 

fabricated PLLs is not great because they are susceptible to 

process variations. A VCO realignment method has been 

introduced to reduce accumulated jitter in VCO periodically 

[5]. The accurate timing of realignment is not easy to 

implement in a PLL even though it has a maximum of 10dB 

improvement in phase noise performance. Sub-sampling 

phase detector has been used to improve phase noise and 

spur characteristics [6] [7]. PD/CP noise is not multiplied by 

N2 in the sub-sampling scheme but the VCO noise which is 

usually the largest in PLL cannot be suppressed. Various 

architectures of DLL-based clock generator or frequency 

synthesizer have been proposed to improve the phase noise 

and jitter characteristics of PLL [8]-[10]. The frequency 

synthesizer in [8] multiplies reference frequency by a fixed 

multiplication factor. The clock generator in [9] can generate 

a wide range of clock signals by a fixed multiple 

multiplication factor. A clock multiplier combines a PLL and 

a recirculating DLL which has low phase noise characteristic 

[10]. These DLL-based frequency synthesizers or clock 

generators have difficulty in generating multiple narrowly 

spaced channel frequencies. Various PLLs with this structure 

have been published. However, this structure still has an 

issue of how to accurately deliver periodical input signals to 

VCO.  

Previously published PLL structures have one negative 

feedback loop. To overcome the characteristic limits of one 
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negative feedback loop PLL, a new scheme is required. 

Therefore, the new architecture of PLL with two negative 

feedback loop will be studied [11]. It can be applied to design 

a frequency synthesizer with an outstanding phase noise 

characteristics to be used in next-generation mobile 

communication systems and a clock signal generator with 

very small jitter to be used in high-speed chips.  

 

II. PROPOSED PLL 

 

A phase locked loop is a circuit that usually produces a 

high frequency signal. The most commonly used PLL 

architecture is shown in Fig. 1. 

 

 

Fig. 1. Conventional PLL 

The PLL consists of a phase frequency detector (PFD), a 

charge pump (CP), a loop filter (LF), a voltage controlled 

oscillator (VCO), and a frequency divider (N). 

In conventional PLL, a PFD compares the phase and 

frequency of a signal generated by a VCO with a reference 

frequency (Fref) signal input from the outside, and generates 

signals corresponding to the difference in phase and 

frequency to drive CP. The CP charges or discharges a LF 

which generates a signal to drive a VCO, consequently the 

VCO generates the output signal (Fout), PLL out signal. 

In a PLL with a narrow bandwidth, it is not easy to reduce 

the phase noise of the VCO. Otherwise, widening the 

bandwidth to reduce the phase noise of the VCO makes it 

difficult to reduce the phase noise of other parts. In order to 

overcome the limit of a conventional PLL, the proposed PLL 

uses a frequency-to-voltage converter (FVC) to reduce the 

phase noise of the VCO. The FVC is a circuit that inputs the 

output signal of the VCO and generates a voltage according 

to the frequency. The FVC which is connected to the VCO 

in negative feedback loop operates to reduce jitter and phase 

noise. 

Fig. 2 is a block diagram of the proposed two-negative 

feedback loop PLL. An FVC is added to the conventional 

PLL. The PLL with FVCs has a different bandwidth which 

reduces the VCO's phase noise. 

Fig. 3 shows the transfer function of the proposed PLL. 

The characteristics of PFD, CP, LF, VCO, FVC, and divider 

are shown using s-parameters, and the characteristic of FVC 

is added in the transfer function of general PLL. Here, the 

PLL LPF (LPFE (s)) the FVC filter (LPFI (s)) are 

implemented with two capacitors and a resistor, and one 

capacitor, respectively. 

 

Fig. 2. Proposed two-negative feedback loop PLL 
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Fig. 3. Transfer function of proposed PLL 

 

The signal output from the overall signal can be expressed 

by the following equation.  

 
        

(1) 

 

The closed and open loop transfer function is as follows  

 

 
                                  (2) 

 

 

 
                                   (3) 

 

 

Where K, KVCO2 and 𝐶y  are FVC transfer function, VCO 

gain for FVC loop and FVC loop filter.  

K, 𝐾VCO2 , and 𝐶y  are introduced by the FVC in the 

conventional transfer function. Adding the FVC circuit 

reduces the bandwidth in the entire closed loop transfer 

function and can reduce the jitter of the entire PLL as shown 

in Fig. 4. There is no requirement on the ratio between KVCO1 

and KVCO2 because both loops work as complementary. 

 Fig. 5 (a) shows the VCO circuit as a ring oscillator. Fig. 

5 (b) shows the CMOS circuit inside the VCO delay cell. 

Gain of 𝐾VCO1 and 𝐾VCO2 is generated by receiving the 

voltage of LF and the voltage of FVC. Fig. 6 (a) shows the 

FVC circuit, in which the Φ1 and Φ2 signals are generated by 

the VCO output signal as shown in Fig. 6 (b). Fig. 6 (c) 

shows the signal waveforms of Φ1 and Φ2. 
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Fig. 4. Bode diagram of conventional and proposed PLL 

 

In a conventional second-order loop filter except the FVC 

shown in Fig. 7 (a), the two terms of proportional and 

integral control signals in VLF are produced by a resistor and 

two capacitors as shown in VLF of Fig. 7 (c), respectively. 

Fig. 7. (b) demonstrates the conceptual block diagram of the 

proposed two-negative-feedback-loop PLL. When a PFD 

detects a phase error, it asserts UP or DN outputs in a way 

that their net pulse width is proportional to the error. As these 

PFD outputs control the activation of the up and down 

currents of the CP, most of the current fed into the Cp would 

be proportional to the phase error. This current gives rise to 

a voltage (Vproportional) across the capacitor, Cp, of which net 

contribution to the VCO phase is proportional to the present 

phase error. After UP/DN output, the charge stored in Cp 

moves to Cz. This current gives rise to a voltage (Vintergral) 

across the capacitor, Cz, which is equal to the integral of all 

the current fed to the filter, hence the sum of the phase errors. 

The sum of Vproportional and Vintergral determines the VCO 

frequency and phase as shown in VLF of Fig. 7 (c). FVC 

decreases/increases the input voltage of the VCO more 

abruptly. During the UP pulse, a CP dumps the error charge 

to a capacitor Cp, giving rise to a voltage equal to Vproportional 

+ Vintergral as shown in VLF + VFVC of Fig. 7 (c). It increases 

the VCO frequency and then the output voltage of FVC 

begins to decrease, leaving only Vintergral on the VCO. The 

shaded area of the effective input voltage, VLF + VFVC, 

becomes smaller than that of VLF of a conventional second-

order LF as shown in Fig. 7 (c). It means that the sum of 

phase error becomes smaller and the PLL becomes more 

stable. Therefore, the FVC works as a noise suppressor and 

stability enhancer. 
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Fig. 7. (a) Second-order loop filter with the inner negative feedback loop 

consists of a VCO and an FVC. (b) Conceptual block diagram. (c) Output 

signals of LF and FVC and an effective VCO input voltage of VLF + VFVC. 
 

III. SIMULATION AND MEASUREMENT RESULT 

 

The proposed two-negative feedback loop PLL was 

simulated with HSPICE by using the 0.18μm CMOS process 

variable. The input frequency is 31.25 MHz. The ratio of 

divider is 32. Output frequency is set at 1GHz and current of 

CP is 300μA and gain of VCO is 850MHz/V. The parameters 

used for the loop filter are Rz = 2 KΩ, Cz = 200 pF, Cp = 20 

pF.  

Figure 9 shows the simulation results of the conventional 

PLL. ∆VLF  is the magnitude of loop filter voltage 

fluctuation after lock and determines phase noise 

characteristic. ∆∆VLPF  is the magnitude of loop filter 

voltage fluctuation generated during one reference signal 

period after lock and determines spur performance. 

 

Fig. 8. Design flow 
 

Fig. 8 shows the design flow for designing the proposed 

two-negative feedback loop PLL. 

Fig. 9 (a) shows that the phase is locked at 3μs. Fig. 9 (b) 

shows ∆∆VLF  which determines the excess phase shift. It 

has a value of approximately 220 μV. Fig. 9 (c) shows the 

jitter (rms) of 1.066ps. The VCO gain of the proposed PLL 

is 850/550 MHz/V, and the values used for CP current and 

loop filter are same. The current of FVC is 185μA and the 

capacitors Cx and Cy are 10pF, respectively.  

Fig. 10 shows the simulation results of the proposed two-

negative feedback loop PLL. In Fig. 10 (a), we can see the 

loop filter voltage and the FVC voltage waveform. It is 

locked at 5μs. The inner loop of FVC makes the proposed 

PLL more stable and it does not increase locking time. Fig. 

10 (b) shows ∆∆VLF   ∆∆VFVC . Even if the ∆∆VLPF  has 

345μV, the actual effective voltage is lower than that of the 

conventional due to ∆∆VFVC which is the voltage subtracted 

through FVC. Therefore, as shown in Fig. 10 (c), the jitter 

(rms) shows the jitter of 286.28fs which much lower than 

that of conventional PLL. Table 1 and 2 show the simulation 

results of the conventional PLL and the proposed two-

negative feedback loop PLL, respectively. 

Fig. 11 shows the top layout of the conventional and 

proposed two-negative feedback loop PLL using the 

Magna/Hynix 180nm process, where all parameters are same 

as pre-simulation. Overall size of proposed PLL is 650μm x 

430 μm = 0.278mm2 with 1 poly 6 metal standard CMOS 

process. 
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(a) 

 
(b) 

 

 
(c) 

 

Fig. 9. Conventional PLL (a) VLF  (b) enlarged VLF  (c) jitter 
 

 

(a) 

 

Fig. 12 shows the measurement results of the conventional 

and proposed two-negative feedback loop PLL. It shows 

approximately 20dB improvement at 1MHz offset from 

1GHz carrier frequency. The reference spur shows no 

improvement.  

 

 
(b) 

 
(c) 

 

Fig. 10. Proposed PLL (a) VLF 𝑎𝑛𝑑 𝑉𝐹𝑉𝐶 (b) enlarged VLF 𝑎𝑛𝑑 𝑉𝐹𝑉𝐶 (c) 

jitter 

 

TABLE I. 

Simulation results of Conventional PLL  

Parameter name Measurement result 

Lock time 3μs 

∆𝑉𝐿𝐹  2.06mV 

∆∆𝑉𝐿𝐹 220μV 

Jitter (rms) 1.067ps 

TABLE Ⅱ. 

Simulation results of Proposed PLL  

Parameter name Measurement result 

FVC current 185μA 

Lock time 5μs 

∆𝑉𝐿𝐹 2.56mV 

∆∆𝑉𝐿𝐹 345μV 

∆𝑉𝐹𝑉𝐶  2.09mV 

Jitter (rms) 286.28fs 
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Fig. 11. Layout of the proposed PLL 

 

IV. CONCLUSIONS 

  

The proposed two-negative feedback loop PLL introduced 

the FVC to reduce the phase noise and jitter of the 

conventional PLL by adding one more negative feedback 

loop. The outer negative feedback loop is a conventional 

PLL loop. The inner negative feedback loop is inside the 

negative feedback loop of a conventional PLL. The 

independent inner loop does a negative feedback function to 

the outer loop. It improves the phase noise characteristics 

and the stability of PLL without requiring complicated 

auxiliary circuits and components which occupy a large area 

or consumes a large amount of power. It shows 

approximately 20dB improvement at 1MHz offset from 

1GHz carrier frequency. 

 

 
(a) 

 

(b) 

Fig. 12. Phase noise measurement result of the (a) conventional (b) 

proposed PLL. 
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